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Abstract

This paper considers the problem of contaminatioprocess distribution as well as identifying a bamation of
variables which are responsible for the changedcgss. Three interactivaeps for the control of mean vector in a
contaminated multivariate normal process are prego3he first step is to estimate the process petens by
robust statistics. The control chart is introdugedhe second step. In the third step, we considehange point
model to monitor a step change in mean vector.siinelation results reveal the efficiency of mod®l detecting a
specific step change in the process.
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1. Introduction

When, an industrial process is first subjectedtadistical quality control procedures, an earlypstesually is the
construction of control charts. A typical procedunight be to select 20-40 rational subgroups ofolations and
calculate the mean and range of each subgroupcditeol limits can be established from the meathefsubgroup
means in such a way that the subgroup statistiegdafall outside these limits only rarely if theggess were in a
state of statistical control. When a control clegnals that an especial cause is present, prasegseer must
initiate a search for the especial cause of thegqa® disturbance. The search will depend on theepsoengineers’
expertise and knowledge of their process. Idemtgfyivhich combination of the process variables spoasible for
the change in the process allows engineers todsctive in improving quality by preventing changiest lead to a
poor quality, and in perpetuating those changesagptithizing the settings of variables that imprapgality [9].
Hence, although, control charts are generally betteletecting isolated abnormal points and atdieig a major
change quickly, a change point model is requiredieiect subtle changes which frequently missedobyrol charts.
Hence, the two methods can be used in a complemdiatshion. Additionally, knowing when a processbed
would simplify the search for the special causeh# time of the change could be determined, psoeegineers
would have a smaller search window within whichldaok for the special cause [9]. Postulating the tiatiate
normal as the most widely used setting for muliater SPCZamba & Hawkins [10have classified the important
departure from control for multivariate normal iriccategories: 1) the mean vector changes whiledlariance
structure remains unchanged, 2) the covariancetatai could be perturbed, 3) both mean and covegiaould
have a step change, 4) one or both of these pagesreiuld drift, and 5) the distribution could charfrom normal
to some other form. Here, we concentrate on tls¢ émse; when there is a shift in the mean vettowever, there
are some occurrences to which one’s attention ghbel drawn. For the control charts’ procedure, sitas
estimates such as the sample mean and sample aimesican be adversely influenced by atypical datided
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outlier, and often fail to provide good fits to thelk of data. Thus, it is important that the cheytprocedure be as
sensitive as possible to problem of control, whil# maintaining a fixed limit on the number ofda alarms [8].

Classical methods assume that the process distribuielongs to an exactly known parametric familiy o
distribution, most likely normal distribution. Ahis point it may seem natural to think that an adée procedure
could be to test the hypothesis that the data@maal; if it is not rejected, we use the maximukelihood estimate
(MLE) for the fitted distribution. But this has tldeawback that very large sample sizes are needédtinguish the
true distribution, especially the tail-preciselyethegion with fewer data-are most influential [6he presence of
outliers tends to reduce the sensitivity of contiloarting procedures so that the detection of thtbeos becomes
less likely. There exist robust parameter estim#tes provide a good fit to the bulk of data ane aeliable
particularly in the case of multivariate data.

In this paper we introduce a new system composebre€ interactive steps. The first step uses toktasistics to
estimate the process parameters. Afterwards, aratoohart is introduced based on multivariate maxim
likelihood ratio to monitor mean vector in the sedcstep. The third step equips the control chath \&i change
point model to monitor the step change in meanore@the proposed system will be appropriate wherféhowing

conditions are satisfied.

1) The control chart is to be established from the ddthand, rather than from known parameters. Whis
usually be the case when a process is newly braughdr statistical quality control procedures.

2) There is possibility of outlier within the subgrodpthe distribution is known to be exactly norngalhich
would rarely be the case), then MLE will sufficeneTterm “outlier” is used to mean an observatiat th
unusually far from the rest of the data. This magidate that the particular data point was dravamfia
different population or that a sporadic especialseawas operating.

3) The mean vector of process alters after an unknoount at timef . While this step change in the mean
vector occurs, the process remains at the new imtélcontrol chart issue a signal.

In the next section, we present proposed qualityrobsystem through three steps.

2. Proposed Quality Control System

Our proposed quality control system has three aatere steps for the control of mean vector (Segife 1).

Sampling

COESD -+ &

Change-point Model |

Calculating charting statistic
for current sample

/_)

— N
N 3
71 Mean vector of
Multivariate i out of control?
control chart i
Step Il Step Il

Figure 1: Proposed quality control system

The first step is to estimate mean vector and ¢amee matrix robustly using Stahel-Donoho estinmtBased on
the outcomes of the first step and maximum likedthoatio, the charting statistic can be construcliethe control
chart issues a signal, the change point modelmalhitor the step change in mean vector. In the seksections,
each step will be discussed in detail.
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2.1 Step I: Robust | dentification

It is possible that each process produces outhesimple way to handle outliers is to detect amchove them from
the data set. Deleting an outlier still poses a lemof problems. Since there is generally some rtaiogy as to
whether an observation is really atypical, thereaisrisk of deleting good observations which resalt
underestimating data variability. In addition, tfesult depends on the user subjective decisionstlaréby it is
difficult to determine the statistical behaviortbé complete procedure. Therefore, the scholars haen motivated
to apply statistical approaches for confrontindiers.

Here, we apply Stahel-Donoho estimator which isnéef as a weighted mean and a weighted covariamtexm
The weight of each point is a function of an “outjness” measure. The outlyingness meastusebased on the
idea that if a point is a multivariate outlier thdyere must be some one-dimensional projectiohefiata for which

the point is a univariate outlier. Suppoge= (x,, x, ,.., x,)" IS a set of points inRP . The outlyingness of each

.....

observatiork is computed by finding the directia] A whereA = {a 0 R” |HaH =1} andr; is given in formula

)

Xa-medxa},
up

i =S " 1)
on  MAD{xaf
The weight of each observatidf, , is computed using the function of outlyingnesstaswn in equation (2):
0 if |1 >1
c
AN AN (AN r
w(r;C) = b1+b2[6'] +b3(6'j +b4(6'j if 08< I <1 2)
1 if || < 08
C

where, b =-1971879b, = 8230453b, = -10545267h, = 4286694

The tuning constant]) is set, by default, to be the square root of #equantile of a chi squared distribution with
degrees of freedom. The Stahel-Donoho estimat@oattion and scale are defined in equation (3) emehtion (4)
respectively:

p=E— @

Y Wk - A - A

$=5E .
2w,
i=1

In this paper we suggest genergse mmatrix of process observations (whigh is the numbers of process
variables andM is the numbers of process observations) and théshmatrix is given td&S-PLUSsoftware- that
based on Stahel-Donoho estimator- to estimate tabesn vector and robust covariance matrix. Theeefoe
introduce the taken output from the S-PLUS as romesan vector of procesg, , .= /., and robust covariance

obust —

(4)

matrix of procesijobusl: jR, and we will use them in step Il , III.

2.2 Step I1: Multivariate Control Chart
Based on the outcomes of the previous step, theimtastatistic can be constructed. For this pugpesaximum
likelihood ratio is applied to detect the mean wveateviation. The test hypotheses and simplified statistics is
given in equation (5) and (6) respectively:
{Ho U= g
Hy:p# g
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where, /. is the robust estimation of process mean vectahdfvalue of this ratio is very small, the will be

(6)

rejected in favor ofH , . Using the relationship betwedrtstatistics and\ [4] the rejection area can be obtained as
shown in equation (7):

/\%<(1+ il Fpn_p(a)j_ (7)
(n-p) ~

Hence, we introduce the charting statistic for eadbgroup and control limit as shown in formula (8)
. c 1 _ n A A N\T n — —\71
Charting statisio=.-- = 37" (x, = )%, = )| /|27, (6 = %)% =%)

Control limit=1+ (p/(n - p))Fp,n—p(a)'
(a) .then chart will signal.

®)

If Charting Statistics> 1+ (p/(n- p))F

p.n=p

2.3 Step 111: Change Point M odel
When the quality chart signals that a process charmgs occurred, the change point model is thenieappb
estimate the real time of change,and out-of-control mean vectgy,. Using the similar concept advocated by

Harrell [3], change point and out-of-control meattor can be estimated as given in equation (9)eandtion (10)

respectively:
- T - . =\ 4. =
r= argg?g-%( " 2 © |:((UR - XT,C) 2k 1((UR R )} 9)
na 1 & —
a4,(1) = T- ft;]-)(t =Xz (10)

where, T is the subgroup number which causes the contrait ébsues a signal, index variabteis a candidate

A~

change point ranging from zero to subgrduft, 2 ;is the robust estimation of covariance matrix gd(r) are

MLE estimators of, £/, . In the next section, we evaluate the performar¢eeoproposed system using simulation.

3. Performance Evaluation
In order to evaluate the performance of the propaystem, a simulation study is conducted for déffé number of
variables and contamination percentages. To fommdlie idea of contaminated normal, we may imatjia¢ a

proportion (1- £)o, Of the observations are generated by the normaletmopc(yl,zl), while a proportiox% is
generated bwp(,uz,zl). We first generate 100 random observations frogprtaminated normal distribution.

Using S-Plus well-known software for robust statistics, weirestte the true parameters of the procﬁ’asﬁR,

based on the robust estimators presented in se8tibnThen, we generate 50 in-control random sasnpie
subgroup of size from a contaminated normal distribution. Startinighveubgroup 51, observations are generated

randomly with meap, = 4 + (5,.., 5)’ and gy =y + (o ,o,_,o)' and similar covariance matrix until the chart
issues a signal. This procedure is repeated a 06taD00 times for each value &f studied. The change point
model is applied for each simulation run. Then, fileguency with which the model correctly identifithe actual

time of change is computedll the aforementioned process is executedViatlab7 software. Table 1 and 2
illustrates the results for 3- and 5-variate norudiatribution = 3, 5) with 6 and 10 percentage of contamination.

The performance is calculated for two differentectipn areas ¢ =0.025, 0.05).Table 3 presents the
performance of the system when contamination isaé%just one variable shift in the process.

Tablele = 6% <7 =50 ¢ u - u, :,u+(5,..,5)'
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p=3

p:

5

a = 0025

a =005

a = 0025

a =005

n=4

n=5

n=6

n=4

n=5

n=6

n=6

n=7

n=8

n=6

n=7

n=8

0.75

1.25
15
1.75

2.25
25
2.75

3.25
35

51.3%
69.3%
81.9%
90.3%
94.8%
97.7%
99.1%
99.3%
99.5%
99.8%
100%
100%

54%
68.7%
81.1%
87.6%
94.7%
95.8%
98.2%
99.3%
99.7%

100%
100%
100%

51.3%
66.7%
76.4%
86.9%
93.1%
96.9%
99%
99.5%
99.9%
99.8%
100%
100%

45.6%
62.5%
79%
88.1%
92.3%
96.6%
97.6%
99.1%
99.8%
99.9%
99.8%
100%

47.4%
60.8%
75.6%
83.6%
91.3%
94.1%
97.8%
98.9%
99.8%
99.9%
100%
100%

43.3%
59.9%
70.3%
82.2%
89%
96%
98.4%
99.2%
100%
100%
100%
100%

89.4%
98.8%
99.9%
100%
100%
100%
100%
100%
100%
100%
100%
100%

85.2%
97.1%
99.9%
100%
100%
100%
100%
100%
100%
100%
100%
100%

76.6%
95.5%
99.7%
100%
100%
100%
100%
100%
100%
100%
100%
100%

85.7%
96.7%
99.6%
99.9%
99.9%
100%
100%
100%
100%
100%
100%
100%

74.3%
94.3%
99.6%
99.8%
100%
100%
100%
100%
100%
100%
100%
100%

66.9%
95.3%
100%
100%
100%
100%
100%
100%
100%
100%
100%
100%

Table2 =10% ¢ 1 =

50 ¢ u

- My =p+ (0. 0)

p=3

p=5

= 0025

a =005

a = 0025

a =005

n=4

n=5

n=6

n=4

n=5

n=6

n=6

n=7

n=8

n=6

n=7

n=8

0.75

1.25
15
1.75

2.25
2.5
2.75

3.25
35

50.1%
71.2%
84.5%
89.9%
95.5%
97.9%
99%
99.1%
99.9%
99.9%
99.8%
99.9%

51.4%
69.9%
81.2%
87.6%
94.6%
96.1%
98.4%
99.6%
99.9%
99.9%
99.9%
100%

49.6%
67.4%
75.7%
85.2%
92.4%
95.6%
99%
99.6%
99.8%
100%
100%
100%

44.5%
64.7%
78.5%
87.8%
93.7%
95.6%
98.7%
99.3%
99.5%
100%
99.8%
99.9%

39.5%
60.6%
74.3%
82.1%
91.3%
95.7%
98.2%
99.1%
99.8%
100%
99.9%
100%

38.7%
56.2%
66.2%
80.7%
87.7%
95.4%
98.6%
99.6%
99.7%
99.9%
100%
99.9%

80.4%
89.8%
95.6%
99.4%
100%
100%
100%
100%
100%
100%
100%
100%

61%
68.8%
85.2%
97.7%
100%
100%
100%
100%
100%
100%
100%
100%

35.7%
50.2%
76.8%
98.9%
100%
100%
100%
100%
100%
100%
100%
100%

69.5%
82.5%
91.6%
98.4%
100%
99.9%
100%
100%
100%
100%
100%
100%

38.8%
56.2%
76.6%
97.8%
99.8%
100%
100%
100%
100%
100%
100%
100%

23.6%
38%
78.3%
99%
100%
100%
100%
100%
100%
100%
100%
100%

Table3:£ =6% ¢« 7=50 ¢ y

- M,

= u+(50.,0)

p:

3

p:

5

a = 0025

a =005

a = 0025

a =005

n=4

n=5

n=6

n=4

n=5

n=6

n=6

n=7

n=8

n=6

n=7

n=8

0.75

1.25
15
1.75

2.25
2.5
2.75

3.25
3.5

32.9%
47.8%
64.6%
73.9%
83.9%
89.9%
92.7%
95.2%
97.2%
98.8%
98.9%
99.8%

32.9%
52.9%
67.2%
77.7%
83.7%
87.7%
92.8%
95.8%
97.5%
98.8%
99.2%
99.5%

34.5%
50.6%
62.8%
72.8%
83.2%
86.2%
91%
95.7%
96.5%
98.5%
99.6%
99.7%

23%
44.5%
68.5%

79%
86.3%
89.7%
95.4%
96.4%
97.2%

99%
99.2%
99.5%

29.4%
44.3%
59.9%
68.7%
78.7%
85%
91.3%
92.8%
95.7%
97.4%
98.2%
99.4%

30.5%
45.3%
55%
67.8%
78.5%
80%
91.5%
93.3%
97.3%
98.7%
99.2%
99.4%

35.5%
57.2%
74.2%
80.9%
87.2%
91.3%
94.8%
96.6%
98.2%
99.4%
99.6%
99.7%

30.5%
52%
63.1%
72%
77.9%
79.3%
87.4%
91.4%
96.3%
98.3%
99.7%
100%

26.1%
41%
47%

53.5%
60%

69.3%
7%

87.4%

94.3%

98.2%

99.6%

99.9%

25.1%
45.1%
62.5%
70.1%
80.1%
85.8%
90.6%
93.7%
97.5%
98.6%
99.5%
99.6%

19.7%
35.7%
45%
57.2%
65.9%
70.6%
78.2%
89.2%
92.1%
97.4%
99.1%
99.6%

15.2%
26.9%
31.7%
37.9%
44.6%
55.4%
72.6%
85.2%
93.9%
98.1%
99.3%
99.9%
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4. Application of Proposed Quality Control System

Manufacturing shops are equipped with diverse typesnachines and tools and are distributed aroumtym
geographically different locations. Because of sgelographical diversity, the quality control of sagsemble
products (SAPs) and capability of tracing similakPS become more important for the decision makerthé

holding company. However, despite the merit of itradal statistical process control methods, thexest some
limitations in the control and coordination of sumtanufacturing systems. Agent-based systems agenative

technology to design real-time quality control syst because of certain feature such as distributiong

collaboration. The approach presented in this ptgadlitates identifying the change causes in trecess and well
suit to the agent-based quality control systemsddition, to coordinate distributed manufactursigps, quality-
based approach is an effective solution in the chsessembly products. Therefore, utilizing thepmsed model to
obtain the reliability profile of each SAP at capending shop can be considered as a determinertr fan

coordinating the distributed shops for satisfyihg tarket demand.

5. Conclusions

In this paper, we proposed a quality control systemmean vector of a contaminated multivariatenmalr In order
to obtain the true parameters of the process aaldnth contamination, robust estimators were agpliAfterward,
we considered a control chart which is equippedh witange point model to detect the shifts morecéffely. The
performance of the system was then evaluated ws$inglation. The outputs revealed the proficiencyhef system
even in the case of process variables augmentdtioaddition, the application of the proposed qyationtrol

system for distributed manufacturing shops (DMSa3 @discussed. Further research may consider marplexgity

in the quality system. Monitoring covariance matixd mean vector simultaneously is interesting toezonsider
for a quality control system. The use of propospdreach for coordinating DMSs will lead to more gireal

outcomes.
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